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Abstract. AI techniques for mainstream spoken languages have seen a
great deal of progress in recent years, with technologies for transcrip-
tion, translation and text processing becoming commercially available.
However, no such technologies have been developed for sign languages,
which, as visual-gestural languages, require multimodal processing ap-
proaches. This paper presents a plan to develop an Auslan Communi-
cation Technologies Pipeline (Auslan CTP), a prototype AI system en-
abling Auslan-in, Auslan-out interactions, to demonstrate the feasibility
of Auslan-based machine interaction and language processing. Such a
system has a range of applications, including gestural human-machine
interfaces, educational tools, and translation.

Keywords: Auslan, Australian Sign Language, sign language recogni-
tion, sign language production, sign language processing

Fig. 1. The proposed Auslan Communication Technologies Pipeline architecture. Each
module represents a segment of functionality which requires the development of specific
AI approaches: the Recognition Module, intended to recognise sign input, requires devel-
opment of Auslan recognition as a multimodal language; the Processing Module, which
provides the functionality of the pipeline, requires Natural Sign Language Processing;
and the Production Module, which will output Auslan signing, requires human-like pro-
duction of sign output that is acceptable to the Deaf community. Each of these modules
will interface with the next module in the Pipeline to deliver a functional application
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1 Introduction

While mainstream spoken languages, with large corpora of written and spoken
data, are seeing a surge in the development of AI tools for recognition, transla-
tion, production and processing, such tools for sign languages are lacking. From
a perspective of equity, sign languages should also have access to such AI tools,
to support the access of Deaf and other signers to communication-supporting
technologies; and the field is on the cusp of having the technical ability to de-
velop such tools. However, the language processing approaches developed to date
are largely not suitable for processing visual-gestural languages with relatively
limited datasets, as is the case with many sign languages around the world,
including Auslan.

Much of the AI research on sign language recognition to date has been in the
field of image or gesture classification. Such automatic gesture classification can
provide basic gesture recognition, but experiences problems including robustness,
performance under “noisy” real-world conditions, and variability from user to
user. We propose a new AI framework for multimodal visual-gestural language
recognition, incorporating various nuances of lexical signs, visual representa-
tion, gestures, body language, and facial expression as sub-language components
within the newly developed approach known as entropy-based AI, drawing on
both image classification and language processing fields. This project has signifi-
cant potential for sign language and gesture recognition, and sign language-based
human-machine interfaces.

This paper presents a plan for the Auslan Communication Technologies
Pipeline (Auslan CTP), a module-based system for recognising, processing and
producing Auslan communication. The modular nature of the system allows for
flexibility of purpose, and “plug-and-play” replacement of components as im-
provements are made to each module. Fig. 1 above shows the components of the
pipeline.

2 Sign Language Recognition

“Gesture recognition” has been explored in the context of pre-defined non-
language gestures [1, 27, 35] (including military-inspired gesture sets [6, 21, 29]),
and various sign languages (e.g. Auslan [11, 18, 19]) using techniques including
computer vision [5, 21, 27, 28], sensor-based wearables [5, 6, 18, 19, 22, 29], Markov
models [11, 22, 24, 28, 31] and neural networks [4, 23, 25, 26]. These approaches re-
quire extremely large training sets with multiple examples of a single gesture or
sign to learn to recognise input [4]; therefore, the scope of such work has been
restricted to date to small vocabularies of strictly lexical signs [5, 11, 18, 19, 22,
28, 31], such as fingerspelling signs [28]. This can result in high accuracies over
the known vocabulary and known signers [11, 18, 19], but lacks real-world appli-
cability, as accuracy decreases due to inter-signer variation [17] in expression and
sign formation in a wider population of signers [19], and the limited vocabularies
only include lexical signs in standard forms, where natural signed discourse relies
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on both non-lexical signs [15] and situational use of space [3]. Signers will enact
information that is not encoded in a particular sign, e.g. miming looking at a
phone [15]; or using areas of signing space to represent referents. Such enactment
does not use conventionalised signs but conveys meaning in relation to the con-
text of the signed conversation which is easily intelligible to a human collocutor
[15], but which is difficult to classify through machine learning (ML).

There is one Auslan corpus which captures enactment [13], collected and
annotated by Johnston and colleagues for linguistic research [14], but it is not
fully curated for machine learning, and cannot be made public as it contains
sensitive content and signers are identifiable.

We propose that a system for recognising Auslan in real-time must differen-
tiate:

1. Handshape, orientation and location of static signs;
2. Handshape, orientation, location and movement of dynamic signs;
3. Facial expression and body language, and their relevance to a particular sign

[16];
4. Fully lexical, semi-lexical and non-lexical signing, and their meanings;
5. Transitions between signs; and
6. Individual variability of sign production.

We are planning to address points 4 and 5 through movement entropy, as this
should change between signs or sign components [30, 33], allowing for automated
segmentation. Entropy-based AI [2] is a new methodology to address points 4
and 6, which in effect, is using entropy as a measure of the characteristics of the
signs.

2.1 Entropy-Based AI

While image based recognition of gesture can be performed well in situations
when the visibility and related conditions are ideal, in real world situations there
can be significant challenges. Hence, one aspect of this work is to consider in-
formation theoretic approaches which seek to combine probabilistic information
about the signs in order to assist recognition.

For example, a static image or series of images may be insufficient to differ-
entiate signs, especially if visibility is poor; but when aided by movement, then
this can make our recognition task considerably easier. While various forms of
image recognition approaches have been adopted in the past based on sequential
images over time, in this stage, we are aiming to include a measure of how sign
movement can assist in recognition.

The basic idea here is to treat sign language as multimodal language rather
than an image classification problem. An example of the potential effectiveness
of this approach can be understood as follows.

Suppose that instead of treating gesture recognition as a single static image,
we now treat it as a short synthetic narrative, where the “words” are each sub-
movements within each sign. In the same way that humans can recognise meaning
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from incomplete or slightly incorrect language input (for example, a signer using
the wrong handshape, but correct location and movement; or starting location
being obscured), we can now consider a sign in terms of these “synthetic words”.
For example, suppose we have a set of symbols {A,B,C,D,E,F} - which might
correspond to a subset of handshapes and locations - then a given sign might be
represented usually by a sequence of [D,A,C,B] with corresponding entropy. For
incomplete or obscured input, such as a sequence [D,A,x,B] with corresponding
entropy, we can provide an estimate of the most likely sign based on the observed
input sequence of synthetic features.

If we compute the probabilistic structure of these “words” for each sign being
observed, then in terms of the overall entropy, it is expected that there will be a
particular probabilistic structure for each type of sign. Hence, the entropy can be
used to assist in identifying signs, and it can also assist in identifying when the
movements are “surprising” or “unexpected”, thereby indicating that this may
be in fact, a different gesture than the sign being recognized by image recognition.
This approach is somewhat similar to the use of short-term prediction used in
dictionary based systems like predictive text. Here however, we are coupling
it with image recognition to provide a richer framework, either confirming the
trust in the image, or perhaps, indicating that there is an issue with the observed
image. For example, a gesture might appear to be one thing, but the way in which
it was formed over the short time it was “constructed”, indicates that it cannot
be conclusively relied on. We believe that this ability to identify “surprising”
or “untrustworthy” input can enable us to identify semi-lexical and non-lexical
signs, as well as potentially to differentiate non-linguistic gestures.

Furthermore, the approach suggested here can provide additional insight into
improving recognition accuracy under conditions of poor visibility or duress.
The image recognition part might indicate that the sign could be one of several
possible signs, but when we use the ranking of the entropy-based model, then
this could indicate the most likely gesture overall.

This entropy-based AI approach calls for a symbolisation of the input space
into a “synthetic” entropy-based language. In current work to date, this does
not seem to require an optimal process, provided the entire input space is ac-
counted for. The symbolization will segment various sign elements (lexical signs
and sign segments, visual representation, handshapes, body language and fa-
cial expression) into micro-features, for example, small movements over time.
These small features become the basic symbolic building blocks, i.e. “synthetic
letters” within our new synthetic language framework. These synthetic letters
will then be used to form synthetic words with particular probabilistic structure,
for example, adopting a multidimensional N-gram model, and hence it becomes
possible to develop this richer approach to not only gesture recognition, but
also to introduce a degree of robustness, enabling identification through a mul-
timodal, information theoretic mechanism. This is anticipated to provide more
stable communication.
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2.2 Open Questions

Treating Auslan as a full, visual-gestural language with meaning encoded in
lexical, semi-lexical and non-lexical signing raises the following questions:

1. How can entropy-based AI methods support accuracy and trustworthiness
of sign classification, especially considering inter-signer variability?

2. How can entropy-based AI approaches be used to segment sign movements
at all levels of lexicality?

3. How can time- or sequence-based ML approaches inform Auslan recognition?
4. What are the requirements for a dataset of Auslan data for use in machine

learning to recognise signs at all levels of lexicality? This includes consider-
ations of:
(a) file formats, size and resolution;
(b) approaches to encoding data for machine learning use;
(c) sourcing data in a post-COVID19 world; and
(d) transferability of lessons from spoken language ML corpora and/or lin-

guistics corpora.
5. How can an Auslan processing system recognise and respond appropriately

to body language communication?
6. How can incremental learning, zero-shot learning, or other similar machine

learning paradigms allow for extensibility of Auslan recognition?

2.3 Research Approach

Developing a new framework of trustworthy Auslan recognition requires a com-
prehensive data set. Hence, the first step is to obtain a sign language dataset.
This will be done by collecting Auslan data in video and depth formats from ex-
pert and native signers. Deaf signers are as expressive and individual as speakers
of any language, and they are experts in the use of visual-gestural communica-
tion. Their involvement in the project places them, as sign language experts, in
the position of deciding what to communicate, and how to “write” their language
into technology, including in terms of determining the approach to encoding. It is
expected that data encoding will involve some combination of: handshape; hand
orientations; start, end and/or key locations; movements; expressions; mouthing
and facial movements; linguistic glosses; HamNoSys or SignWriting encoding;
English translation; dialect; signer fluency; and clarity of signing. Once coding
has begun, we plan to create machine learning sub-modules to automate some el-
ements of encoding, such as a machine learning model which attempts to identify
and recommend handshapes.

Once coded, the dataset will be used to develop the experimental system
for evaluating proposed models. In the first instance and for baseline reference
purposes, a machine learning model will be implemented for sign language clas-
sification. The main aspects of the proposed model will then be developed using
the entropy-based AI framework where the first step is as follows:

1. Formulate the sign elements,
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2. Determine the entropy characteristics of the sign language,
3. Examine the probabilistic characteristics of Auslan data at all levels of lexi-

cality,
4. Develop the architectural framework of the Entropy-based AI system for sign

language and gesture recognition.

A possible machine learning architecture is shown in Fig. 2.

Fig. 2. Possible architecture of entropy-based Auslan recognition machine learning
system

3 Virtual Sign Language Production

Virtual production of sign languages is of significant strategic importance as a
basis for two-way communication between humans and machine agents. Typi-
cally sign production uses one of 3 approaches:

1. encoding of sign representation for automated, usually avatar-based, produc-
tion e.g. [8, 36, 38];

2. pre-rendering video or animation [20] of fixed messages; or
3. AI techniques, e.g. Generative Adversarial Networks [32].

Each approach can have problems in clarity, comprehension and trustworthiness
of produced sign. Automated avatar production (approach 1) can lack natural
expressions, body movements and non-manual sign aspects [20, 38], and is dis-
couraged by the World Federation of the Deaf and the World Association of Sign
Language Interpreters for live interpretation [39]. Pre-rendered video or anima-
tion (approach 2) is fixed and cannot be altered quickly or inexpensively [12, 37,
38]. GAN production (approach 3) may resemble a real signer from the dataset
[32], which could raise reputational issues.

This research proposes to develop, in consultation with the Australian Deaf
community, a framework for virtual human-like sign and gesture production
based on entropy-based AI, which has the potential to provide natural be-
haviours. It is expected to extend from one or more of the three known ap-
proaches, and to include guidance for usage approved by the Deaf community.
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If all three approaches are found unacceptable by the Deaf community, other
avenues such as social robots could be explored; or new approaches could be
co-designed with Deaf design partners.

3.1 Open Questions

Generating human-like virtual Auslan signs raises the following questions:

1. What approaches to sign production are acceptable to the Australian Deaf
community?

2. From a Deaf user perspective, what are the key issues to be addressed in
developing a real-time virtual Auslan production system which is human-
like?

3. How can an Auslan dataset be used to generate probabilistic symbolic encod-
ings which can be adapted to form the basis for a virtual Auslan production
system?

4. How can an Auslan dataset be used to generate Auslan videos in real-time
without co-opting the image of a real signer?

5. How can signs with varying degrees of conventionalisation (lexical, semi-
lexical, and non-lexical) be encoded for virtual Auslan sign production?

6. What are the notation requirements for a human-like real-time virtual Aus-
lan production system when used in a human-like framework using entropy-
based AI?

7. What probabilistic encoding framework or symbolization can be used for
capturing natural expressions, emotions, body movements and other similar
features?

8. How can human-like Auslan signing be constructed via the proposed frame-
work?

3.2 Research Approach

To address the questions related to Auslan production, resources for producing
or generating Auslan signing will be created. This is intended to allow future
systems to be able to output signed communication in the form of human-like
Auslan, incorporating elements identified by signers as important, including emo-
tion and naturalistic movement.

Sign production (like speech production), can use a range of techniques,
which include direct mapping from sign video to avatar production; generative
modelling from sign video; a programmable avatar which generates signs based
on sign notation; and a modular database of avatar clips or elements (e.g. signs,
sign fragments, handshapes, facial expressions, etc) which could be concatenated
for real-time generation of Auslan sign. Each has advantages and different re-
quirements for effective use: video mapping techniques are directly usable; sign
notation provides for generality; and a library of signs could be of general use
in Auslan production. Working with Deaf community members, the feasibility
and advantages/disadvantages of these approaches will be explored using the
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Auslan dataset and model (developed in addressing questions of sign language
recognition) to inform the design of a sign encoding system.

The Auslan production approach chosen will be used in a prototype system,
which should be able to generate signs based on annotations, glosses or videos.

4 Natural Sign Language Processing

Natural language processing (NLP) systems typically rely on symbolised writ-
ten languages [7]. As Auslan has no native writing, there is a need to consider
exactly how symbolisation can be done, in terms of notation systems, grammars
and other language constructs. Several sign notations have been created (e.g.
HamNoSys [10], SignWriting [34]) but each has limitations, and none are widely
used by the Australian Deaf community. HamNoSys receives some use by Aus-
lan linguists [14]. Most sign language processing (SLP) to date has focused on
translation, relying on a notation or glossing system (e.g. [9, 32]).

4.1 Open Questions

Sign Language Processing raises the following questions:

1. How well can existing NLP approaches be converted to work in SLP?
2. What are the requirements for encodings for an Auslan processing system?
3. Can the use of a video dataset reduce the need for written notation in SLP?
4. How can an Auslan processing system identify and process less convention-

alised signed communication, such as enactment?
5. How can sentiment analysis or similar NLP techniques inform the emo-

tional expression and body language of human-like, machine-produced Aus-
lan signs?

4.2 Research Approach

This module is the central processing part of the Auslan Communication Tech-
nologies Pipeline, connecting the Auslan Recognition Module with the Auslan
Production Module, by developing a method for computational processing of
sign language and gesture.

For example, with a question like “How can an Auslan processing system
identify and process less conventionalised signed communication, such as enact-
ment?”, the research approach would build on prior work around recognising
and encoding non-lexical and semi-lexical communication, as well as drawing on
existing NLP approaches to draw meaning from context, augmented by entropy-
based AI approaches to contextual probability.

The scope and application of the processing system will be determined through
consultation with Deaf community members. Options include: an Auslan chat-
bot, an Auslan digital assistant, an Auslan teaching tool, or a translation system.
The choice of application will of course influence the system architecture. A pos-
sible chatbot system architecture is shown in Fig. 3.
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Fig. 3. Possible architecture for a chatbot. Such a system could include capabilities to
collect definitions of unknown signs (dotted arrows on left of diagram)
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5 Connection to communicative gesture research for
social and operational robotics

The Auslan CTP research, and gestural human-machine interaction more broadly,
has significant potential for use in co-operative and social robotics, through ex-
plicit gestural interfaces, and robots with human-like implicit awareness of body
language and gesture. This research’s focus on interaction via lexicalised and
non-lexicalised signing as used by diverse individual signers provides a basis for
machine recognition and understanding that could underlie human-robot non-
verbal communication, as it may result in an approach to encoding multimodal
language such that a robot could understand real-time messages communicated
robustly in operational environments, with support for inter-signer variability in
message production.

For example, the introduction of robotic and autonomous systems in the mil-
itary domain has resulted in requirements for human-machine interaction that
is robust in harsh operational conditions. In such conditions, it is not affordable
and often not possible to communicate verbally; lives depend on the accurate
interpretation of environmental cues and the effective and efficient communica-
tion with team members (whether human or robot). An important argument
why Auslan is a good basis for human-robot interaction in the military domain
is, firstly, that Auslan is a full visual-gestural language. Different levels of ab-
straction (symbolic through to semantic) can be communicated in the language
and hence represented in the messages between human and robot. This is espe-
cially important in situations where context matters – which is the case in most
military tactical settings.

Secondly, Auslan varies from individual to individual, in the same way that
speakers of every language are individuals; i.e. every signer has preferred vocab-
ulary, expressions and nuances of sign production. Exploring this variability is
important for achieving the aim of natural human-robot interaction in a range of
contexts, i.e. allowing humans to use individualised language in their interaction
with a robot. Current gesture technology has a tendency to require strict and
accurate adherence to a known set of gestures, resulting in a non-robust inter-
action modality or in the need to train the human in the precise execution of
gestures. Breaking this paradigm of “changing the human” to get humans and
robots to work together is particularly important in demanding contexts such as
military operations where the human has to focus on many things concurrently,
and may be under high levels of stress or otherwise distracted from executing
precise visual-gestural commands.

Thirdly, use of a multimodal gestural language in social or military human-
robot interaction allows for the development of communications technologies that
don’t rely on computer vision alone, i.e. robustness can be added through the
fusion of vision, haptics, audio and other modalities. By extension, the research
outlined in this paper may form the basis for more general encoding, able to
capture signing, speaking, non-language gestures and abstract representations
of the environment, for context-aware processing by autonomous systems.
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Further outcomes of this project are a new framework for sign languages
based on the newly emerging field of entropy-based AI which has shown signif-
icant results in other applications; and an open source Auslan Communication
Technologies Pipeline. This will provide significant long term foundational bene-
fits for developing sign language communication technologies. It will increase
Deaf people’s native-language access to technology and technology-mediated
content, including in the vital domains of health and education. This could
impact daily life for Auslan signers through educational uses, Auslan user inter-
faces, and automatic translation of pre-written digital content (pending sufficient
levels of accuracy that satisfy the community).

6 SLRTP Relevance

The Auslan Communication Technologies Pipeline project has only recently be-
gun, but the research plan shows promise. The authors of this paper are a multi-
disciplinary group of researchers and practitioners. We wish to attend the SLRTP
workshop to gain feedback on the research plan and proposed software architec-
tures; and importantly, to form connections with and learn from the workshop
organisers and attendees.

By the time of the workshop, collection of the Auslan dataset and initial
construction of the entropy-based Auslan recognition machine learning system
should have commenced. The authors will therefore be able to contribute to
technical discussions around dataset collection, curation and design; entropy-
based AI; and machine learning approaches, from the perspective of the Auslan
CTP project.

7 Conclusions

To date, communication technology pipelines have been developed for spoken
languages, and machine learning techniques now have robust performance for
speech to text and text to speech for several mainstream spoken languages. It
is important for technology developers to recognise that these techniques will
not generalise directly to sign languages, but rather that communication tech-
nologies for Auslan and other sign languages need new approaches based on
the intrinsic properties of full, visual-gestural language with meaning encoded
in lexical, semi-lexical and non-lexical signing. The Auslan CTP aims to bring
together a multidisciplinary team spanning the Auslan community, practition-
ers and researchers in design, machine learning, linguistics and social robotics
to develop new frameworks for multimodal visual-gestural language recognition
and human-like sign production.
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